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Description

The performance of machine learning algorithms is largely determined by data representation,
which we believe is due to the fact that different representations may entangle and hide dis-
tinct explanatory aspects of variation behind the data to varying degrees [1; 5].

In recent years, the in the Artificial Intelligence (AI) community, a lot of research and appli-
cative works have appeared dealing with the learning of neural networks architectures, reflec-
ting a resurgence of research activities around deep neural networks that have been eclipsed
by kernel machines. This revival is largely explained by their ability to obtain excellent per-
formance for classification and dimension reduction tasks, and by their ability to extract in
their successive hidden layers increasingly high-level information about the system entry.
The text, image, videos applications are impressive with the extraction of visually very rele-
vant and appropriate primitives for the types of data used during the learning process.

Deep Neural Networks, are none other than multilayer networks, of classic architecture, but
they include several hidden layers and it is the way of managing their learning that has given,
since 2006, a resurgence of interest in their study.

Indeed, even if the approximation theorems of the end of the 80s assert that, in theory, a single
hidden layer suffices for the approximation of any sufficiently regular function, nothing pre-
vents a priori from implementing learning by back-propagation in networks comprising sev-
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eral hidden layers. Therefore, some results highlight the interest of considering two or more
hidden layers to obtain more parsimonious and efficient networks, by composing several lev-
els of nonlinearities.

On the other hand, the advanced acquisition systems allow recording several types of data for
a deeper understanding of complex scenarios in which the data are very often continuously
gathered from different sources and available in different modalities, involving multimodal
dynamical data. This results in heterogeneous multimodal data, including time series, text,
images, etc. present methodological issues in the modelling and learning from such complex
data. This challenge renders the supervision process almost impracticable and very uncertain
given the unknown dynamical nature of the observed systems, for which the classical ‘static’
machine learning and statistical inference approaches are inappropriate and unfeasible [3; 4].

Indeed, despite this important increase in the accessibility to multimodal complex dynamic
data, there is a lack of approaches to deal with, particularly for the representation learning.
Most classical machine learning and statistical inference systems dedicated to multimodal
and/or complex data, whether they are based on random models, empirical measures or proto-
type-based models, rely on a strong hypothesis, consisting in supposing at least that the struc-
ture of the data generating process for the observed scene is fixed, though it can be supposed
unknown. In an unsupervised context, some existed works on Ensemble and Collaborative
machine learning approaches were proposed but are limited to the same data distribution, i.e.
in a multi-view context [2;3].

We want through this thesis to explore the unsupervised topological learning of multimodal
data presenting a complex structure allowing to learn their representations. We are particularly
interested in heterogeneous data whose representation may have been informed in different
ways: expert representation which may be complex (for example: dynamic multi-graphs
which may possibly have different topologies for each observation of the dataset and for eve-
ry moment) or automatically learned representation (for example: embedding in a high-di-
mensional space with dense vectors and potential correlations between the components),
images, signals.
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